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[57] ABSTRACT

A method for creating word models for a large vocabu-
lary, natural language dictation system. A user with
limited typing skills can create documents with little or
no advance training of word models. As the user is
dictating, the user speaks a word which may or may not
already be in the active vocabulary. The system dis-
plays a list of the words in the active vocabulary which
best match the spoken word. By keyboard or voice
command, the user may choose the correct word from
the list or may choose to edit a similar word if the cor-
rect word is not on the list. Alternately, the user may
type or speak the initial letters of the word. Then the
recognition algorithm is called again satisfying the ini-
tial letters, and the choices displayed again. A word list
is then also displayed from a large backup vocabulary.
The best words to display from the backup vocabulary
are chosen using a statistical language model and op-
tionally word models derived from a phonemic dictio-
nary. When the correct word is chosen by the user, the
speech sample is used to create or update an acoustic
model for the word, without further intervention by the
user. As the system is used, it also constantly updates its
statistical language model. The system gets more and
more word models and keeps improving its perfor-
mance the more it is used. The system may be used for
connected speech as well as for discrete utterances.

48 Claims, 21 Drawing Sheets
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209 “abandon”

DICTIONARY

“apack”

“abacus”
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“sbandoned”
“abuse”
“abash”
“abate”
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